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Abstract
Speech perception involves mapping from a continuous and variable acoustic speech signal to discrete, linguistically
meaningful units. However, it is unclear where in the auditory processing stream speech sound representations cease to be
veridical (faithfully encoding precise acoustic properties) and become categorical (encoding sounds as linguistic categories).
In this study, we used functional magnetic resonance imaging and multivariate pattern analysis to determine whether
tonotopic primary auditory cortex (PAC), defined as tonotopic voxels falling within Heschl’s gyrus, represents one class of
speech sounds—vowels—veridically or categorically. For each of 15 participants, 4 individualized synthetic vowel stimuli
were generated such that the vowels were equidistant in acoustic space, yet straddled a categorical boundary (with the first
2 vowels perceived as [i] and the last 2 perceived as [i]). Each participant’s 4 vowels were then presented in a block design
with an irrelevant but attention-demanding level change detection task. We found that in PAC bilaterally, neural
discrimination between pairs of vowels that crossed the categorical boundary was more accurate than neural
discrimination between equivalently spaced vowel pairs that fell within a category. These findings suggest that PAC does
not represent vowel sounds veridically, but that encoding of vowels is shaped by linguistically relevant phonemic categories.
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Introduction

When we comprehend speech, we effortlessly extract discrete
vowels and consonants, even though the acoustic input is highly
variable and lacks invariant acoustic cues to phonemic identity
(Liberman et al. 1967). This process has been investigated using
paradigms in which speech sounds varying on an acoustic con-
tinuum between 2 phonemes are not perceived as intermediate
exemplars but rather are consistently categorized as 1 phoneme
or the other (Liberman et al. 1957; Pisoni and Luce 1987). Closely
spaced exemplars can be readily discriminated if they cross
the categorical boundary but are either less discriminable or
not discriminable at all if they belong to the same phonemic
category. Languages differ in their inventories of phonemes and
in the locations of boundaries between them, indicating that the

categorization of speech sounds is at least partially dependent
on linguistic experience (Werker et al. 1981).

The neural substrates of the categorization of speech sounds
remain poorly understood. The early structures of the auditory
system, from the peripheral hearing apparatus up through the
brainstem, encode the acoustic properties of a stimulus with
remarkable fidelity (Sachs and Young 1979; Bidelman et al. 2013).
While there may be subtle interindividual differences based on
linguistic or auditory experience (Krishnan and Gandour 2009;
Zhao and Kuhl 2018), the majority of research to date suggests
that these earlier stages of the auditory system encode speech
sounds “veridically”, such that physical differences between
speech sounds are directly reflected in corresponding differ-
ences between physiological representations (Young 2008). In
contrast, higher-order auditory regions seem to encode speech
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sounds in a nonlinear manner, such that acoustic differences
that fall within a single perceptual category are minimized
while those that mark the crossing of a phonemic boundary
are enhanced (Chang et al. 2010; Steinschneider et al. 2011;
Bidelman et al. 2013). For example, intracranial recordings
from the lateral superior temporal gyrus (STG) showed that
distributed activity evoked by pairs of consonants could be
discriminated only for consonant pairs that crossed a phonemic
boundary (Chang et al. 2010). Where in the auditory processing
stream does this transformation from a veridical to a categorical
mode of representation take place?

In this study, we investigated the nature of speech sound
encoding in primary auditory cortex (PAC), the first cortical
site of auditory processing. The degree of abstraction of acous-
tic representations in PAC is actively debated (Nelken 2008;
Steinschneider 2013). With regard to speech sounds, the pho-
netic feature of voice onset time is encoded nonlinearly in
PAC, providing a neural substrate for categorization of voiced
and unvoiced stop consonants (Steinschneider et al. 1999), but
this nonlinear encoding of timing information is not specific
to speech sounds (Steinschneider et al. 2005) nor to humans
(Steinschneider et al. 2003). Several functional imaging studies
have shown that phonemes can be decoded from neural activity
in PAC (e.g., Formisano et al. 2008; Obleser et al. 2010), but
since phonemes could be reconstructed based on either acoustic
differences between them or phonemic representations, these
findings do not entail that representations are categorical.

We chose to investigate a pair of vowels that are distinct
phonemes in English—[i] (as in “heed”) and [i] (as in “hid”)—but
are close neighbors in formant space and are not commonly con-
trastive crosslinguistically (Crothers 1978). We investigated the
neural discriminability of a continuum of 4 synthetic vowels that
were equidistant in acoustic space, yet straddled the categorical
boundary between [i] and [i]. We hypothesized that to the extent
that encoding of vowels in PAC is categorical, then neural dis-
crimination between pairs of vowels that cross the categorical
boundary would be more accurate than neural discrimination
between equivalently spaced vowel pairs belonging to the same
phonemic category.

Materials and Methods
Behavioral Screening

First, a behavioral experiment was carried out to identify indi-
viduals who would perceive the 4 artificial vowel stimuli to
be used in the imaging experiment as belonging to 2 separate
linguistic categories. The experimental demonstration of cat-
egorical perception has been shown to be highly dependent
on the particulars of the stimuli (van Hessen and Schouten
1999) and the nature of the task(s) (Gerrits and Schouten 2004)
and is subject to considerable individual differences (Kong and
Edwards 2016; Lopez-Zamora et al. 2012); see Holt and Lotto
(2010) for review. Thus, we wanted to identify and scan only
participants who would perceive our specific vowel stimuli in
a categorical manner.

Participants
A total of 38 neurologically normal native English speakers were
recruited for the behavioral screening via campus flyer postings
and word of mouth in Nashville, Tennessee (age, 26.2 ± 3.0 (stan-
dard deviation) years; range, 20–34 years; 17 male, 21 female;
education, 16.6 ± 1.6 years; range, 12–20 years). Participants were

required to have normal hearing and no history of speech or
language disorders.

All participants gave written informed consent and were
compensated for their time. The study was approved by the
institutional review board at Vanderbilt University.

Vowel Stimuli
Vowel stimuli were generated using Ronald Sprouse’s python
implementation of a Klatt synthesizer (Klatt 1980; https://github.
com/rsprouse/klsyn). A continuum of 12 vowels spaced evenly
on the mel scale (Fant 1968) between [i] and [i] was generated
based on average F1 and F2 values for males reported by Peterson
and Barney (1952). An additional pair of equally spaced vowels
was then added onto each end of the continuum so as to
maximize the vowel space traversed without encroaching upon
the territory of other phonemes, resulting in a series of 16 vowels
(Fig. 1A). The values for f0, F3, F4, F5, B1, B2, B3, B4, and B5 were
held constant at 130, 2780, 3300, 3850, 50, 70, 110, 250, and 200 Hz,
respectively, for all stimuli (Kluender et al. 1998). The duration of
each vowel was set to 300 ms, with a 13.6 ms fader at onset and
offset to avoid level change-related acoustic artifacts.

Identification and Discrimination Tasks
Participants performed an identification task and a discrimina-
tion task on the 16-vowel continuum. Stimuli were presented
over Sennheiser HD-280 headphones in a quiet room. In both
experiments, the stimuli were presented over recordings of
the sound of the functional magnetic resonance imaging (MRI)
sequence to be used (acquired using a Marantz PMD661MKII
recorder) at an SNR of 0.25 dB SPL (broadband), so that
perception would be analogous to perception in the scanner.

In the identification task, participants heard the 16 vowels
from the continuum described above, presented 16 times each
in a random order. Using 2 keys, participants indicated whether
each vowel was more similar to the sound in “heed” (i.e. [i]) or
the sound in “hid” (i.e. [i]). Presentation was self-paced, with
a 600 ms pause between the response to one trial and the
presentation of the next. The total duration of the identification
task was approximately 15 min.

Discrimination took the form of an ABX task, in which par-
ticipants listened to trios of vowel sounds and were required
to judge whether the final vowel was the same as the first
or the second vowel. The trios consisted of 1 vowel, a 500 ms
pause, a second vowel spaced exactly 3 steps away on the 16-
vowel continuum, another 500 ms pause, and then a third vowel
that matched either the first or the second vowel. Participants
indicated which of the first 2 vowels was repeated in the final
slot using 2 keys; visual feedback indicated the participant’s
response but not its accuracy. Presentation was again self-paced,
with a 600 ms pause between each trial and the next. Par-
ticipants heard each of the 13 possible 3-step vowel pairs 20
times each (including all possible permutations, e.g., V1/V4/V1,
V4/V1/V1, V1/V4/V4, and V4/V1/V4) in a random order. The total
duration of the discrimination task was approximately 40 min.

Four vowels were then generated for each participant such
that the vowels were equidistant in acoustic space, but straddled
the participant’s categorical boundary. That is, the first 2 vowels
should be perceived as [i] and the last 2 as [i]. To do this, we cal-
culated d prime for the identification and discrimination tasks
(Fig. 1B). For the identification task, we used pairs of vowels that
were 3 steps apart and followed the Massaro (1989) approach for
calculating d prime. We then fit Gaussian curves to these 2 func-
tions. Each participant’s categorical boundary was defined as the
peak value of the Gaussian fit to the identification task data.
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Figure 1. Individualized stimulus generation. (A) Vowel chart depicting F1 and F2 values (mel) as defined in Peterson and Barney (1952). Orange dots signify the original
16-point vowel continuum on which identification and discrimination tasks were performed. (B) Performance on the initial identification and discrimination tasks for
a single participant. Open circles correspond to raw scores while lines represent a Gaussian fit to the data. The positions of this subject’s final 4 individually generated
vowels ([ie], [ib], [ib], and [ie]) along the original vowel continuum are indicated by dotted black lines. (C) Spectrograms of the participant’s 4 individualized vowels. F1 and

F2 values as input to the Klatt synthesizer are depicted in red. (D) Spectra of the participant’s 4 individualized vowels. (E) Performance on the follow-up identification
task, in which the 4 individualized vowels were categorized, for the same participant. Note the steep increase between [ib] and [ib], corresponding to the perceptual
boundary between vowel categories.

We then defined 4 vowels that were equidistant in mel space,
symmetrical around the categorical boundary, and as widely
spaced as possible on the original 16-vowel continuum. The F1

and F2 values of those points along the original continuum were
calculated and input to the Klatt synthesizer in order to generate
4 participant-specific stimuli: [ie] (the endpoint [i]), [ib] (the near-
boundary [i]), [ib] (the near-boundary i), and [ie] (the endpoint
i). Example spectrograms (Fig. 1C) and spectra (Fig. 1D) for the 4
vowels as generated for a representative participant are shown.

Finally, to determine whether the 4 individually synthesized
stimuli were perceived as intended, each participant performed
a second identification task on their 4 individually generated
vowels. Participants heard their 4 vowels presented 25 times
each in a random order, over scanner noise as above. Using 2
keys, participants identified each vowel as [i] or [i]. The timing
was the same as in the previous identification task, and the total
task duration was approximately 5 min. Perception was consid-
ered sufficiently categorical, and participants were eligible to be
scanned if there was at least a 68% difference in identification
across the category boundary and no more than a 24% difference
in identification between within-category pairs.

Behavioral Screening Results
A total of 20 participants (53%) perceived their individual vowel
stimuli sufficiently categorically according to the criteria just
described. Of these 20 participants, 15 were able to be scanned
at 7 Tesla (see below). Behavioral screening data for these 15
participants are shown in Figure 2. While there was general
concordance between d prime across the identification (blue)
and discrimination (red) tasks, there was an asymmetry such
that vowels closer to the [i] end of the continuum were dis-
criminated more readily than those on the [i] end of the contin-
uum (Fig. 2A,C). Despite this asymmetry, however, performance
on the 4-vowel identification task resulted in clear, nonlinear
psychometric functions, as evidenced by the sharp increase in [i]
identifications between the second and third vowel (Fig. 2D). The

endpoint vowels were equally likely to be perceived as intended
(|t(14)| = 1.47, P = 0.16), while the near-boundary [ib] was more
likely than the near-boundary [ib] to be perceived as the opposite
vowel (|t(14)| = 4.32, P = 0.0007). The average categorical boundary
across participants fell at position 10.0 ± 0.5 along the original
16-vowel continuum, resulting in average boundary F1 and F2

values of 345.5 ± 5.7 Hz and 2094.8 ± 13.8 Hz, respectively.
The remaining 18 participants did not consistently catego-

rize their 4 individual vowel stimuli as intended: 2 showed
inconsistent identification of multiple vowels, while the other
16 frequently identified the third vowel as [i], instead of [i] as
intended.

Neuroimaging

Participants
Of the 20 participants who demonstrated sufficiently categorical
perception in the behavioral screening experiment, 15 were
successfully scanned (age, 26.5 ± 2.4 years; range, 23–31 years;
7 male, 8 female; all right handed; education, 16.7 ± 1.1 years;
range, 14–18 years). A total of 5 participants were not suc-
cessfully scanned due to unanticipated contraindications to 7-
Tesla MRI (n = 3), scheduling problems (n = 1), or experimenter
error in task administration (n = 1). All participants reported
normal hearing and demonstrated pure tone detection thresh-
olds < 25 dB HL over the range 250–8000 Hz in an automated
threshold screening.

Structural Imaging
Participants were scanned on a Philips Achieva 7 Tesla scanner
using a 32-channel head coil at the Vanderbilt University Insti-
tute of Imaging Science.

A whole-brain, T1-weighted structural image was acquired
for each participant for anatomical reference (249 sagittal
slices; slice thickness = 0.7 mm; field of view = 246 × 246 mm;
matrix = 352 × 352; repetition time (TR) = 4.7 ms; echo time
(TE) = 2.1 ms; flip angle = 7◦; voxel size = 0.7 × 0.7 × 0.7 mm).
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Figure 2. Behavioral pretest results. (A) Average performance on the identification (blue) and discrimination (red) tasks across all successfully scanned participants
(n = 15). Error bars represent standard error of the mean. (B) Average F1 and F2 values (mel) of the individualized stimuli across participants. Error bars represent the

complete range of values in each formant dimension. (C) Average projected performance on the identification (blue) and discrimination (red) tasks across participants,
normalized to individualized vowel values. d prime values are projected for 100 vowels in between the first and last individualized vowel for each participant based
on the Gaussian fit from their original behavioral data. Shaded error bars represent standard error of the mean. (D) Average performance on the individualized
identification task across scanned participants. Error bars represent standard error of the mean.

Cortical surfaces were reconstructed from the T1-weighted
images using FreeSurfer version 6.0.0 (Dale et al. 1999) running
on Linux (xubuntu 16.04). Anatomical regions of interest (ROIs)
were defined using the Desikan–Killiany atlas as implemented
in FreeSurfer (Desikan et al. 2006).

Tonotopic Mapping
Two functional runs were acquired to map tonotopic regions of
auditory cortex in each participant. Participants were presented
with bandpass-swept nonlinguistic affective human vocaliza-
tions (Dick et al. 2012). The duration of each run was 8 min and
32 s, consisting of 8 64-s sweeps that spanned a logarithmic fre-
quency scale of 150–9600 Hz. Tonotopic stimuli were presented
at an average binaural level of 90 dB A weighted sound pressure
level. To ensure close attention to the stimuli, participants were
asked to indicate with a button press when they heard the
sound of laughter. This task was very difficult and required
close attention to the stimuli. A fixation crosshair was displayed
throughout the task, replaced by a green exclamation point
when the participant pressed the button. This visual feedback
did not indicate accuracy.

Stimuli were presented, and responses were recorded using
the Psychophysics Toolbox (Brainard 1997; Pelli 1997) in MATLAB
(Mathworks). Auditory stimuli were presented at a comfortable
level for each participant with MRI-safe headphones (Nordic-
NeuroLab). Visual stimuli were projected via an Avotec Silent
Vision projector onto a screen at the end of the bore, viewed by
participants through a mirror mounted to the head coil. Button
presses were collected with an in-house fiber optic button box
placed in the right hand.

One ascending run and one descending run were acquired.
High-resolution T2∗-weighted blood oxygen level-dependent
(BOLD) echo planar images were collected with the follow-
ing parameters: 256 volumes; 22 axial slices in ascending
order, aligned with the Sylvian fissure centered on Heschl’s
gyrus (HG); slice thickness = 1.51 mm with no gap; field
of view = 224 × 224 mm; matrix = 224 × 224; TR = 2000 ms;

TE = 25 ms; flip angle = 72◦; voxel size = 1 × 1 × 1.51 mm. An
additional 8 volumes were acquired and discarded at the
beginning of each run, to allow for magnetization to reach steady
state and to avoid auditory responses to the onset of scanner
noise.

The functional data were preprocessed with tools from AFNI
(Cox 1996). The data were resampled to account for differences
in slice acquisition times. Head motion was corrected, with 6
translation and rotation parameters saved for use as covari-
ates, and all functional runs were aligned with one another.
Functional scans were aligned with the structural image using
the bbregister function in FreeSurfer. No spatial smoothing was
applied to the functional data, except for rendering onto the
cortical surface for visualization.

Tonotopic mapping data were analyzed with Fourier methods
using Csurf (Sereno et al. 1995), whereby voxels preferentially
responding to a particular point in the stimulus cycle will show
a higher amplitude at the frequency of stimulus cycling (i.e.,
1/64 Hz) than at any other frequency. The best frequency of
each tonotopic voxel can then be determined from the phase
of response. Runs with downward frequency sweeps were time
reversed and averaged with upward-swept scans to compensate
for delays in the BOLD response (estimated to be a 0.08 fraction
of the 64-s cycle, i.e., ∼ 5 s).

Vowel Encoding
Participants completed 2 (n = 4), 3 (n = 10), or 4 (n = 1) functional
runs where they listened to blocks of their 4 individually gen-
erated vowels. Vowel stimuli were presented at an average bin-
aural level of 94 dB A weighted sound pressure level. Each run
was 8 min in duration, and consisted of 6 blocks for each of
the 4 vowels, plus 6 blocks of rest, in pseudorandom order. Each
block was 16 s in duration. For the first 14 s of each vowel
block, the vowel was presented 28 times in succession, with
an interstimulus interval of 200 ms. The last 2 s of each block
was silent, to avoid participants detecting (or not detecting)
changes across block boundaries and the linguistic and cognitive
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processes that might be invoked by change detection (Zevin
et al. 2010).

In order to ensure that participants attended to the vowels,
there was an adaptive level change detection task. In two-thirds
of the blocks, between 1 and 3 stimuli were included that were
quieter than the rest of the stimuli. The participant’s task was to
indicate with a button press when they heard a quieter vowel. A
logistic function was used to manipulate the presentation level
of each deviant vowel, such that incorrect responses led to larger,
more noticeable level changes, while correct responses led to
smaller, less noticeable changes. There was a fixation crosshair
in the center of the screen, which was replaced with a red X for
false alarms, a green exclamation point for hits, and the word
“miss” in red when a deviant went unreported for 2 s.

In each run, 240 images were acquired and preprocessed
exactly as described for the tonotopy runs. Then, the data were
fit with a general linear model using the fmrilm function in
FMRISTAT (Worsley et al. 2002). Each of the 24 vowel blocks was
modeled with a separate explanatory variable, consisting of a
14-s block convolved with a canonical hemodynamic response
function. Nuisance predictors for head movement and linear
drift were also included in the model, along with first derivatives
of explanatory variables.

Multi-Voxel Pattern Analysis
Our primary hypothesis concerned the ability of PAC to dis-
criminate between pairs of vowels that crossed the phonemic
boundary, compared to those that did not. The bounds of PAC for
each hemisphere in each participant were defined functionally
and anatomically (based on Hackett 2015). Voxels were required
to show a frequency-selective response in the tonotopic analysis
(amplitude F > 3.03, P < 0.05; see Fisher et al. 2018 for details)
and to fall within the transverse temporal ROI of the Desikan–
Killiany atlas (i.e., Heschl’s gyrus).

Multivariate pattern analysis (MVPA) was carried out with
CoSMo MVPA (Oosterhof et al. 2016) in MATLAB 2017b. Each
hemisphere in each participant was analyzed separately. We
constructed classifiers to discriminate between each of the 6
possible pairs of vowels (i.e., [ie] vs. [ib]; [ie] vs. [ib]; [ie] vs. [ie];
[ib] vs. [ib]; [ib] vs. [ie]; [ib] vs. [ie]). Each block constituted an
exemplar, so for the majority of participants who completed
3 runs, there were 36 exemplars for each pair of vowels to be
discriminated (3 runs × 2 vowels × 6 blocks per vowel). We used a
leave-one-out cross-validation procedure to evaluate prediction
of untrained exemplars. For each left-out exemplar, we created
a balanced training set of 34 labeled examples (in participants
with 3 runs) by also leaving out one randomly selected exemplar
corresponding to the other vowel. Then, a set of univariate t-
tests were computed to identify the voxels that best distin-
guished the 2 vowels in the training data, and the top 65% most
informative voxels were retained. Next, a linear support vector
machine (sequential minimal optimization, c = 1) was trained on
the retained voxels and finally was used to predict the identity
of the left-out exemplar. Classifier accuracy for the vowel pair
was calculated as the average number of correctly predicted
exemplars over all iterations of the cross-validation procedure.

Experimental Design and Statistical Analysis
A total of 3 of the 6 pairs of vowels were directly relevant to our
main hypothesis: the across-category pairing of adjacent vowels
([ib] vs. [ib]), and the 2 within-category pairings of adjacent vow-
els ([ie] vs. [ib] and [ib] vs. [ie]). Accuracy of neural discrimination
of the 2 within-category pairs was averaged together to obtain

a single measure of within-category neural discrimination. A
repeated measures analysis of variance (ANOVA) was carried out
with 2 within-subjects factors: vowel pair (across category and
within category) and hemisphere (left and right). We hypoth-
esized that if representations in PAC are shaped by linguistic
categories, then neural discrimination would be more accurate
across category than within category. We did not anticipate any
effect of hemisphere, because of the bilaterality of early stages
of speech perception (Hickok and Poeppel 2007). F statistics
were interpreted nonparametrically by comparing observed test
statistics to null distributions of each test statistic derived from
10 000 random permutations of all block labels in each partici-
pant (Stelzer et al. 2013). Accuracy with respect to chance was
assessed with t statistics that were similarly compared to null
distributions derived from 10 000 permutations.

An ancillary analysis was performed in which the 2 within-
category pairs were modeled separately. We hypothesized that
neural discrimination between across-category vowel pairs
would be more accurate than discrimination between either
of the within-category pairs.

Results
Task Performance

Task performance in the scanner confirmed that all partici-
pants maintained attention to the tonotopic and vowel stimuli
throughout their scanning sessions.

In the tonotopy task, participants successfully detected
44.1 ± 7.1% of the 42 instances of laughter, making a median
of 40 false alarms (range, 13–88, excluding one outlier who
erroneously perceived laughter throughout the task). Many
false alarms were in response to crying sounds, which could
be reasonably mistaken for laughter in the heavily filtered
stimulus.

In the vowel task, participants successfully detected an aver-
age of 76.6 ± 12.9% of the level-deviant vowels. The adapted
stimulus presentation level was 75.0 ± 15.8% of the standard
(−2.5 dB SPL) when averaged across the second half of each run.

Tonotopic Maps

Tonotopic gradients were identified bilaterally across HG and
the STG in all participants. Two representative participants are
shown in Figure 3. Consistent with previous fMRI studies, each
participant showed a V-shaped pair of gradients, with a low-to-
high frequency gradient running anteromedially across HG and
a second low-to-high gradient oriented towards the posterior
STG (Saenz and Langers 2014).

Neural Discrimination Between Pairs of Vowels

Neural discrimination between the 6 possible pairs of vowels in
left and right PAC is depicted in Figure 4A. In general, vowel pairs
that were further apart on the 4-point F1/F2 continuum were
more discriminable than those that were closer together, as indi-
cated by the hotter colors corresponding to acoustically distant
vowel tokens and cooler colors corresponding to acoustically
adjacent vowel tokens. Note that this pattern could be driven
by either phonemic or acoustic differences between the stimuli.

We next compared neural discrimination in PAC between
vowel pairs that crossed a phonemic boundary and vowel pairs
within a phonemic category (Fig. 4B). A repeated measures
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Figure 3. Tonotopic mapping. Two representative participants are shown. White
outlines show the border of Heschl’s gyrus as defined in the Desikan–Killiany
atlas.

ANOVA with 2 within-subjects factors—vowel pair (across
category and within category) and hemisphere (left and right)—
showed a main effect of vowel pair (F∗ = 11.61, P = 0.0099,
permutation test), with neural discrimination of across-
category vowels (left hemisphere, 60.8 ± 6.2%; right hemisphere,
59.7 ± 10.3%) more accurate than discrimination of within-
category vowels (left hemisphere, 54.0 ± 6.8%; right hemi-
sphere, 54.2 ± 6.14%) and better than chance (left hemisphere,
t∗ = 6.73, P < 0.0001, permutation test; right hemisphere, t∗ = 3.67,
P = 0.0057). This finding suggests that within-category vowels
are represented more similarly than across-category vowels
of the same acoustic distance, mirroring the participants’
categorization data obtained outside the scanner. There was
no main effect of hemisphere (F∗ = 0.0490, P = 0.83), nor an
interaction of vowel pair by hemisphere (F∗ = 0.19, P = 0.67).

We then investigated whether the neural discriminability
of both within-category vowel pairs was similar (Fig. 4C).
An ANOVA in which the 3 adjacent vowel pairs were coded
separately again showed a main effect of vowel pair (F∗ = 5.94,
P = 0.022), no main effect of hemisphere (F∗ = 0.02, P = 0.89), and
no interaction (F∗ = 1.54, P = 0.24). Follow-up sub-ANOVAs com-
pared the across-category pair to each of the 2 within-category
pairs. When across-category discrimination was compared to
within-category discrimination of [ie] and [ib], there was a main
effect of vowel pair (F∗ = 12.50, P = 0.0073), as hypothesized.
Neural discrimination between [ie] and [ib] was at chance
in both hemispheres (left hemisphere, t∗ = 0.69, P = 0.52; right
hemisphere, t∗ = 0.37, P = 0.73). However, when across-category
discrimination was compared to within-category discrimination
of [ie] and [ib], although discrimination was numerically better
for the across-category pairs, there was no effect of vowel pair
(F∗ = 0.21, P = 0.69). Neural discrimination between [ie] and [ib]
was almost above chance in the left hemisphere (t∗ = 2.31,
P = 0.056) and was above chance in the right hemisphere
(t∗ = 3.55, P = 0.0074). There were no interactions or effects of
hemisphere in either case. These findings indicate that the 2
within-category pairs did not contribute equally to the primary

Figure 4. Classification performance in PAC. (A) Classification accuracy on all
pair-wise vowel comparisons. Asterisks denote performance that significantly
exceeds chance. Note the high accuracy in discriminating endpoint tokens [ie]
and [ie] and the sharp jump in discriminative ability as a category boundary is

crossed (e.g., [ie] vs. [ib] compared to [ib] vs. [ib]). (B) Discrimination performance
on the across-category vowel pair ([ib], [ib]) versus the average of within-category
vowel pairs ([ie], [ib] and [ib], [ie]). Error bars correspond to standard error of the
mean. (C) Discrimination performance on the across-category vowel pair versus

each within-category vowel pair. Error bars correspond to standard error of the
mean.

finding that neural discriminability was better across categories
than within categories.

Discussion
The aim of this study was to determine whether vowels are
represented in PAC veridically or categorically. We found that
in both left and right PAC, neural discrimination between pairs
of vowels that crossed a categorical boundary was more accu-
rate than neural discrimination between equivalently spaced
vowel pairs that belonged to the same phonemic category. These
findings suggest that representations of vowels in PAC are not
strictly veridical but are warped by linguistically relevant phone-
mic categories.

Phonemic Encoding in PAC

The degree of abstraction of auditory representations in PAC is
actively debated (Nelken 2008; Steinschneider 2013). PAC has
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been shown to reflect non-veridical representations of behav-
iorally relevant sound categories in animals (Ohl et al. 2001;
Fritz et al. 2005; Nelken and Bar-Yosef 2008; Niwa et al. 2012)
and humans (Steinschneider et al. 1999, 2011; Steinschneider
2013). Encoding of voice onset time is nonlinear in PAC, such that
voiced stops drive a single onset response, while unvoiced stops
drive a double onset response (Steinschneider et al. 1999). The
underlying mechanism appears to be refractory hyperpolariza-
tion: a second response is possible only for voice onset times
that exceed a certain threshold (Steinschneider et al. 2003).
However, this categorical representation of voice onset time
boundary is not specific to speech sounds (Steinschneider et al.
2005), nor is it specific to humans (Steinschneider et al. 2003).
This lack of specificity suggests that the nonlinear encoding
of voice onset time does not reflect linguistic experience but
rather a fundamental physiological limit of the auditory systems
of mammalian species (Steinschneider 2013). The prevalence of
stop voicing contrasts crosslinguistically may be predicated on
this natural discontinuity.

In our study, we investigated the contrast between 2 vowels—
[i] and [i]—that are immediately adjacent in formant space and
are not commonly contrastive in the languages of the world
(Crothers 1978). This implies that the boundary between them
is more likely to be a function of linguistic experience and less
likely to reflect any natural discontinuity arising from physio-
logical properties of the auditory system.

A number of functional imaging studies have successfully
reconstructed perceived speech sounds from neural activity in
PAC (Formisano et al. 2008; Obleser et al. 2010; Bonte et al. 2014;
Evans and Davis 2015; Zhang et al. 2016; Fisher et al. 2018).
However, these studies do not bear directly on the question of
whether phonemic encoding in PAC is warped by linguistic cate-
gories, because speech sounds can in principle be reconstructed
based on acoustic differences between them. Indeed, encoding
of speech sounds in PAC is scaffolded on tonotopic organization
(Versnel and Shamma 1998; Mesgarani et al. 2014; Fisher et al.
2018). In one study, neural activity in early auditory areas was
used to decode the perceived category of ambiguous speech
sounds (Kilian-Hütten et al. 2011), suggesting a relatively earlier
constructive perceptual process. However, this study used 3
different ambiguous stimuli, which were differentially perceived
as one phoneme or the other; therefore, it cannot be excluded
that successful classification depended on physical differences
between the stimuli.

In our study, we showed that endpoint [i] and endpoint [i]
could be readily discriminated based on neural data, consis-
tent with previous decoding studies. However, our evidence for
categorical encoding in PAC went beyond the ability of PAC to
discriminate between adjacent phonemes based on acoustic
characteristics.

Phonemic Representations May Emerge Earlier than
Previously Demonstrated

Most previous studies that have investigated the neural
basis of categorical perception have reported evidence for
phonemic encoding in brain regions that are downstream
from PAC. In particular, most studies have localized phonemic
encoding to the lateral STG or the superior temporal sulcus
(Boatman and Miglioretti 2005; Liebenthal et al. 2005; Zevin and
McCandliss 2005; Uppenkamp et al. 2006; Joanisse et al. 2007;
Obleser et al. 2007; Chang et al. 2010; Turkeltaub and Coslett
2010; Steinschneider et al. 2011; DeWitt and Rauschecker 2012;

Bidelman et al. 2013; Leonard et al. 2016; Feng et al. 2018; Bouton
et al. 2018). A wider network of frontal and parietal regions
have also been implicated in categorical phonemic perception
(Hasson et al. 2007; Joanisse et al. 2007; Raizada and Poldrack
2007; Myers et al. 2009; Lee et al. 2012; Chevillet et al. 2013;
Du et al. 2014; Alho et al. 2016; Leonard et al. 2016), although
some of these findings represent dishabituation effects, which
may not be specific to phonemic representations (Zevin et al.
2010), or reflect overt perceptual tasks that depend on the dorsal
stream (Hickok and Poeppel 2007).

The most unequivocal evidence for representations that are
shaped by linguistic categories was reported by Chang et al.
(2010). In that study, synthetic consonant–vowel syllables span-
ning a continuum from [ba] to [da] to [ga] were presented to
patients undergoing surgery, while high-density electrocortico-
graphic recordings were made over the lateral STG. Pairs of sylla-
bles could be discriminated only when they crossed a categorical
boundary. Note that PAC, being located mostly within the Sylvian
fissure, is not accessible to grid electrodes placed on the cortical
surface.

Given the correlative nature of functional MRI as well as
its low temporal resolution, it is not possible to conclude that
computations in PAC itself are necessarily responsible for the
nonlinear representations we observed. The categorical encod-
ing in PAC may reflect feedback from higher-level downstream
regions, either in superior temporal cortex or in the wider lan-
guage network (Leonard et al. 2016).

Asymmetries Around the Categorical Boundary

Although we attempted to construct sequences of 4 vowels that
would be symmetrical around the category boundary between
[i] and [i], our stimuli turned out to be systematically asymmet-
rical, which was reflected in behavioral as well as neural data.
Behaviorally, the near-boundary vowel [ib] was more often “mis-
identified” than the near-boundary vowel [ie], within-category
discrimination was better towards the [i] end of the continuum,
and almost every participant who did not meet our behavioral
criteria was excluded because [ib] was not reliably perceived as
[i]. The reason that [ib] was too close to the boundary was that
in every participant, the endpoint vowel [ie] was constrained by
the [i] endpoint of the original 16-vowel continuum, in order
to avoid encroaching on other phonemes such as [ε] or [e].
This entailed that it was not possible to space the 4 vowels
far enough apart to reliably keep [ib] clear of the categorical
boundary.

This asymmetry was reflected in the neural data, such that
although our primary hypothesis was supported, the effect was
driven mostly by lack of neural discrimination between [ie] and
[ib], while neural discrimination between [ib] and [ie] was above
chance, consistent with the behavioral perceptual data.

This asymmetry of discriminability among high front vow-
els closely resembles previous behavioral findings (Iverson and
Kuhl 1995). The asymmetry raises the possibility that our results
may reflect not only the presence of the categorical boundary
between English [i] and [i], but also a potential broader pattern
whereby discrimination might be better in the central part of
vowel space and reduced at its periphery (Lindblom 1986; Polka
and Bohn 2011). Future investigations with carefully selected
vowel continua in different parts of vowel space, in languages
with and without particular vowel contrasts, should be able to
disentangle the effects of language-specific categorical bound-
aries and any universal gradients.
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Localization of PAC

The localization of primary and secondary auditory regions in
humans, and the correspondence of these regions to nonhu-
man primates, is incompletely understood (Moerel et al. 2014;
Hackett 2015). We defined PAC as tonotopic voxels within Hes-
chl’s gyrus. These bounds are conservative because it is likely
that PAC extends onto the adjacent planum temporale and
possibly even the lateral STG in humans. PAC is minimally com-
prised of areas A1 and R, which each contain a tonotopic gradi-
ent with a reversal between them. We observed these gradients,
but they typically extended beyond our anatomical ROI. The
narrow bounds of our PAC ROI strengthen our conclusion that
PAC encoding reflects phonemic categories, since it is unlikely
that any nonprimary areas were included in our conservative
ROI.

We could not investigate phonemic encoding in the lateral
STG (Chang et al. 2010) because we did not generally image
the whole of the STG due to our narrow field of view and also
because our study did not include a functional localizer to define
appropriate ROIs in the STG, which contains numerous func-
tionally distinct language regions (Wilson et al. 2018). Consistent
with prior research, we found that tonotopic maps extended
far beyond Heschl’s gyrus (Striem-Amit et al. 2011; Dick et al.
2012, 2017), but the interpretation of these maps in terms of
underlying divisions between auditory regions was not clear.

Conclusion
Our findings indicate that neural encoding of vowels in PAC
is not veridical but is shaped by linguistically relevant cat-
egories. Further research is warranted to determine whether
this categorical encoding arises in PAC or reflects feedback
from downstream regions, to clarify the extent to which these
findings are shaped by a language-specific phonemic boundary
versus broader discriminability gradients in vowel space, and
to determine whether the nature of phonemic encoding varies
across different functionally defined auditory regions.
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